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In-Context Learning on a Budget

They were returning from a
competition at the University
of Wisconsin.
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You are an NER classifier that
identifies the following entities:..
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—» < LANG_Spanish>...
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